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Abstract: The aim of this paper is to investigate the extent to which abductive inference 
can be automated. In order to do so, we present the Peircean account of abduction, according 
to which abduction is the process of generating and selecting an explanatory hypothesis 
that guides future inquiry (CP 5.171; 1903). Then, we introduce the contemporary concept 
of abduction characterized as Inference to the Best Explanation (IBE), which aim is to 
select a hypothesis, among a set of available hypotheses, considering their explanatory 
potential in terms of likelihood and loveliness (Lipton, 2004). Subsequently, we discuss 
IBE in relation to Bayesianism, according to which rational agents update their degrees 
of beliefs in a proposition based on new evidence and explanatory considerations. To 
illustrate our analysis, we present the software called AI-Descartes, an open-source 
AI system that combines logical reasoning with symbolic regression, aiming to derive 
scientifi c discovery from axiomatic knowledge and experimental data (Cornelio et al., 
2023). Finally, we provide considerations about the relevance of studying abduction in the 
context of Artifi cial Intelligence.
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Resumo: O objetivo deste artigo é investigar em que medida a inferência abdutiva pode 
ser automatizada. Para isso, apresentamos a noção peirceana de abdução, segundo a 
qual a abdução é o processo de geração e seleção de hipóteses explicativas que orientam 
a investigação científi ca (CP 5.171; 1903). Em seguida, apresentamos o conceito 
contemporâneo de abdução, caracterizado como Inferência à Melhor Explicação (IME), 
cujo objetivo é selecionar uma hipótese, entre um conjunto de hipóteses disponíveis, 
considerando seu potencial explicativo em termos de probabilidade e uberdade (Lipton, 
2004). Subsequentemente, discutimos IME em relação ao Bayesianismo, segundo o qual 
agentes racionais atualizam seus graus de crença em uma proposição com base em novas 
evidências e considerações explicativas. Para ilustrar nossa análise, apresentamos o 
software denominado AI-Descartes, um sistema de Inteligência Artifi cial de código 
aberto que combina raciocínio lógico com regressão simbólica, projetado para derivar 
descobertas científi cas a partir de conhecimento axiomático e dados experimentais 
(Cornelio et al., 2023). Por fi m, apresentamos considerações sobre a relevância do estudo 
da abdução no contexto da Inteligência Artifi cial.

Palavras-chave: Abdução. AI-Descartes. Automação. Inferência à melhor explicação.

1 Introduction

Can abductive inferences be automated? The objective of this paper is to 
investigate the concept of abductive inference in the context of the growing 
automation of scientifi c discovery. In the history of Artifi cial Intelligence, 
attempts to develop algorithmic systems that promote scientifi c discovery 
have always received special attention, from DENDRAL in the 60s 
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 Automating discovery: what can we learn from the study of 
abductive reasoning?

Automatizando a descoberta: o que podemos aprender com o estudo do 
raciocínio abdutivo?
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(Lindsey, 1993) to AI-Descartes nowadays (Cornelio, 2023). Emphasis will be given to hypotheses on 
the role of explanatory inference in scientific discovery and the extent to which it might be automated. 
We offer a minimalistic characterization of discovery as a process involving new findings in relation to 
previous background knowledge that have the potential to increase human understanding. Examples of 
discovery could be the detection of patterns or outliers in massive datasets, or the result of an experiment 
that confirms a hypothesis promoting understanding in a given research environment. There are cases, 
however, in which to find a new pattern or correlation seems to create a state of surprise and doubt, 
instead of directly increasing understanding. This paper focuses on this sort of discovery or, as we are 
proposing here, discovery through abductive reasoning that involves surprise.

The concept of abduction was introduced by Charles S. Peirce as a form of reasoning that starts 
with the perception of something to be explained, and ends, provisionally, with the adoption of an 
explanatory hypothesis. In the modern sense of the word, abduction is characterized as Inference to the 
Best Explanation (IBE), where the aim is to select a hypothesis based on explanatory considerations 
(Harman, 1965; Lipton, 2004). The idea of IBE is also discussed in relation to Bayesianism, according 
to which rational agents update their degrees of beliefs in a proposition, based on new evidence (Bird, 
2017; Niiniluoto, 2022; Feldbacher-Escamilla; Gebharter, 2019; Douven, 2022). However difficult it is 
to explain what exactly abduction is, attempts to automate abduction in the contemporary developments 
of Artificial Intelligence, and scientific discovery, signal the relevance of investigating the possible 
perspectives and potential challenges we might face ahead.

To illustrate our analysis, we present the software called AI-Descartes, an open-source AI system 
that combines logical reasoning with symbolic regression, aiming to derive scientific discovery from 
axiomatic knowledge and experimental data (Cornelio et al., 2023). Finally, we provide considerations 
about the relevance of studying abduction in the context of Artificial Intelligence.

2 Peircean notion of abductive reasoning

Charles S. Peirce (1839-1914) investigates the concept of abduction as the core concept of his pragmatism. 
Different from deduction and induction, the American philosopher, in his later writings, advocates that 
abduction is the only form of inference to introduce new ideas: “Abduction is the process of forming 
an explanatory hypothesis. It is the only logical operation which introduces any new idea; for induction 
does nothing but determine a value, and deduction merely evolves the necessary consequences of a pure 
hypothesis” (CP 5.171; 1903).

Peirce characterizes inference as “a belief [that] is generated from other beliefs” (W 3:60). Inspired 
by Bain (1872), he understands belief as something “that upon which a [hu]man is prepared to act” (CP 
5.12), thus “belief does not make us act at once, but puts us into such a condition that we shall behave in 
some certain way, when the occasion arises” (CP 5.373). Inferences, thus characterized, can be subject 
(or not) to self-control depending on the degree of autonomy agents might have. According to Peirce, 
abduction, an originative form of reasoning, is considered a form of inference grounded on rational 
instinct understood as “spontaneous conjectures of creative reason” (Santaella, 2005, p. 189).

The well-known syllogistic form of Peircean abduction is described as follows:

The surprising fact, C, is observed;
But if A were true, C would be a matter of course,
Hence, there is reason to suspect that A is true.
(CP 5.189)

From the above citation, one would wonder how a machine could possibly be surprised by observing C.
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Peirce continues: “Thus, A cannot be abductively inferred, or if you prefer the expression, cannot be 
abductively conjectured until its entire content is already present in the premise, ‘If A were true, C would 
be a matter of course’” (CP 5.189). Philosophers have challenged this notion of abduction by pointing 
out that Peirce, in this formal structure, commits the fallacy of affirming the consequent. The abduced 
hypothesis, in the syllogism, is already present in the minor premise. As an answer to this objection, 
Peirce scholars have argued, for example, that the syllogistic form of abduction does not necessarily 
imply a linear temporal commitment. As Anderson (1986, p.157) emphasizes “on Peirce’s view it is 
possible for the hypothesis and its abductive application to occur together. Therefore, abductions may be 
insightful and originative and still have a logical form”. Even if we agree that the abduced hypothesis is 
already present in the second premise, this syllogistic formulation does not make explicit the inferential 
steps involved in the generation of explanatory hypotheses.

By the end of his life, Peirce ([1913] 1998, EP2: 463-474) appeals to the human instinct and our 
ability to guess right, to explain the generation of new hypotheses, going as far as to state that reason is 
nothing but one of our inborn instincts. Peirce’s argument is that humankind did not have enough time 
to proceed blindly or through trial-and-error, to consolidate science as we know it:

Think of what trillions of trillions of hypotheses might be made of which one only is 
true; and yet after two or three or at the very most a dozen guesses, the physicist hits 
pretty nearly on the correct hypothesis. By chance [s]he would not have been likely 
to do so in the whole time that has elapsed since the earth was solidified. (CP 5.172).

Peirce also inquires that, if we can see other animals acting and thinking by instinct, why should 
it be denied to ourselves? In his paper from 1913, entitled “An essay toward improving our reasoning 
in security and in uberty”, the author states that reason is nothing but a part of our instinctive abilities, 
which he calls reasoning-power or ratiocination:

Reasoning-power, or Ratiocination, called by some Dianoetic Reason, is the power 
of drawing inferences that tend toward the truth, when their premises or the virtual 
assertions from which they set out are true. I regard this power as the principal of 
human intellectual instincts; and in this statement I select the appellation “instinct” 
in order to profess my belief that the reasoning-power is related to human nature 
very much as the wonderful instincts of ants, wasps, etc., are related to their several 
natures. (Peirce, 1913, p. 464).

In the same paper, Peirce emphasizes that abduction can be a valid argument even if it is a weak (i.e., 
not deductively truth-preserving) form of argument, because its validity does not depend on its strength. 
Peirce states that the weakness of abduction guarantees its uberty (or fruitfulness), allowing it to be the 
reasoning that introduces new ideas to the process of scientific investigation. Ibri explains: 

The ascription of an instinctive aptitude for guessing truths, - apparently an exotic 
line of argument, - is nothing more than referring to an evolutionary consequence 
of a kind of attunement of the human mind with nature that enables man, amid an 
infinity of possible conjectures, to select a given few, among which one proves to be 
true. (Ibri, 2006, p. 96).

The process of generating new hypotheses, according to this interpretation, is possible by means 
of organism-nature co-evolution. As part of our instinctive nature, we are able to correctly conjecture 
hypotheses aimed at explaining unknown phenomena. The appeal to our instinctual abilities to guess 
right, however, might prevent scholars from further investigating abductive reasoning, through Peircean 
lenses, as it is hard to combine inference and instinct (some exceptions are Anderson, 1986; Campos, 
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2009; Hintikka, 1998; Paavola, 2012; Minnameier, 2017; and Bellucci, 2018). Santaella (2005, p. 
184) emphasizes that Peirce, by combining instinct and inference, had “[…] the revolutionary and 
controversial idea of a type of reasoning which is at the same time logical and instinctive, as if there 
were a logical form for instinct”. Thus, by advocating that abduction is a mode of inference, even if 
it “depends upon altogether different principles” (CP 6.525), i.e. instead of being truth-preserving, is 
hypothesis-generative, Peirce allows an instinctive logical approach to the process of discovery.

Although we agree that guesses are part of the generation of explanatory hypotheses, from this 
approach it could be difficult to describe in detail the inferential steps that culminate in those guesses. 
The question that remains is of the type ‘where did the hypothesis A come from?’. This kind of imaginary 
creative constructive generation in the mind of an expert, which proposes an explanatory hypothesis A, 
is the core of abduction. Thus, we may challenge abduction as setting-up syllogism that goes, pseudo-
deductively, from premises to conclusion. If the logic of discovery should mirror cognition in the 
inquiring minds of scientists, the classical inferential mechanisms seem not to be enough. The mind’s 
cognitive use of suggestions, metaphors, intuitions, weird ideas, etc. needs to be further considered.

More recent approaches to the Peircean concept of abduction focus on the role of diagrammatic 
reasoning in the generation of plausible explanatory hypotheses. The practice of creating imaginative 
scenarios through diagrammatic experimentation allows the reasoner to anticipate plausible answers to 
questions in a recursive process of inquiring and guessing (cf. Paavola, 2011; Pietarinen; Bellucci, 2016; 
Bellucci; Pietarinen, 2020). A diagram can be understood as representing the relationship between the 
parts of its object (NEM IV: 353, 893; NEM IV: 275-276, ca. 1895), as the map represents the relationship 
of the parts of the territory. As a representation, a diagram does not impose restrictions over the flow 
of imagination, allowing the reasoner the possibility to create, observe, experiment, and manipulate the 
representation of the object to imagine different scenarios by means of explicating - make it explicit, 
unfolding, discovering - relations that were formerly implicit (Stjernfelt, 2007, p. 91). Referring to 
diagrams, Peirce explains that “[…] a very extraordinary feature of Diagrams is that they show […] 
that a consequence does follow, and more marvelous yet, that it would follow under all varieties of 
circumstances accompanying the premises” (NEM IV 317-318, 1909). Pietarinen and Bellucci (2016, p. 
474, authors’ highlight) emphasize that “[t]he icon-imagination, and the iconic-imaginative moment in 
reasoning depend on the possibility of directing the construction of a perceptual experience”.

If we agree that abductive inference is a deliberate, self-controlled and self-corrected process 
of generation and adoption of explanatory hypotheses (EP2:188, 1903), one can understand that 
abductive inference occurs when the reasoner can exert some criticism over perception in entertaining 
with diagrams. So, in abduction, the reasoner is able to adopt an explanatory hypothesis given in the 
experimentation of imaginary scenarios via diagrammatic manipulation. Thus, by exerting self-control 
over thought-processes,1 the reasoner might choose reasonable hypotheses that, if true, would explain 
the anomalous fact. Hence, the role of abductive reasoning is not to generate an explanatory hypothesis 
out of nowhere, but to discover a good explanation by diagrammatic reasoning.

According to the above summary of Peirce’s abductive reasoning, our answer to our initial question 
- can abductive inference be automated? - is that abduction thus understood cannot be automated. In 
general terms, automation can be characterized as the ability to perform tasks based on rules or laws 
without the continuous supervision of a controlling center, whose objective is the execution of processes 

1 According to Peirce, “there are […] modes of self-control which seem quite instinctive. Next, there is a kind of self-control which results from 
training. Next, a [hu]man can be his own training-master and thus control his self-control. When this point is reached much or all the training 
may be conducted in imagination. When a man trains himself, thus controlling control, he must have some moral rule in view, however special 
and irrational it may be. But next he may undertake to improve this rule; that is, to exercise a control over his control of control. To do this he must 
have in view something higher than an irrational rule. He must have some sort of moral principle. This, in turn, may be controlled by reference to an 
esthetic ideal of what is fine. There are certainly more grades than I have enumerated. Perhaps their number is indefinite. The brutes are certainly 
capable of more than one grade of control; but it seems to me that our superiority to them is more due to our greater number of grades of self-
control than it is to our versatility” (CP 5.533, our highlights).
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that combine programmed commands and feedback control (Groover, 2020). We advocate that the 
degree of control, control over the ability to control, and self-control over reasoning (cf. CP 5.533), 
differentiate an automatic disposition to act, from an autonomous form of conducting inference.

Peirce, in his text ‘Logical Machines’ argues that reasoning machines have inherently two inabilities: 
“Every reasoning machine […] is destitute of all originality, of all initiative. It cannot find its own 
problems; it cannot feed itself. It cannot direct itself between different possible procedures.” And 
continues “[...] the capacity of a machine has absolute limitations; it has been contrived to do certain 
thing, and it cannot do nothing else” (W:6, p. 70, Logical Machines). Although nowadays there are some 
efforts in the direction of envisioning machines that could have the impetus of originality (Veale et al., 
2019), we agree with Peirce that there is no such machine which can be the initiator of its own creativity. 
Most important, we believe that the Artificial Intelligence community should rethink the willingness to 
build such a creative machine. Stjernfelt, commenting upon the advances of Large Language Models 
through Peirce lenses, emphasizes that “Peirce the pragmatist, of course, would highlight the computer´s 
inability to act upon itself and its environment” (Stjernfelt, 2024, p. 108). In this sense, the possibility 
to exert self-control, self-correction and self-criticism over reasoning becomes a key criterion that 
distinguishes, so far, humans from machine thinking.

Abductive reasoning is a cognitive process that requires not-yet formalizable processes such as the 
feeling of surprise, some deliberate control over action, and the recognition of something as requiring 
explanation, i.e., as worthy of further inquiry (Peirce to Welby, July 16, 1905, RL 463 apud Bellucci 
2018, p. 6). It can also be experienced in the form of insight, as an aha experience, which requires 
emotional states typical of living organisms. The instinctual ability to guess correctly also makes it 
difficult to automate abduction: how could we ascribe instinctual abilities to machines as a form of 
reasoning-power or reasonableness? Although machines could potentially generate trillions of trillions 
of explanatory hypotheses, they do not understand why the potential hypotheses could explain the fact in 
need of an explanation; they would also not recognize something that has to be explained as an embodied 
and embedded agent. It requires criteria of relevance that are highly context dependent. The adoption of 
an explanatory hypothesis requires the recognition of a problem to start with. Furthermore, the context-
dependency of abductive reasoning makes it difficult to be automated, as it would require establishment 
of well-structured knowledge domains coupled with generative algorithms and well-defined criteria for 
hypothesis selection.

In the next section, we explore the concept of abduction as inference to the best explanation, aiming 
to answer the extent to which abduction can be automated.

3 Abduction as inference to the best explanation

In contemporary philosophy of science, the concept of abduction acquires a new scholarly focus by 
being primarily characterized as Inference to the Best Explanation (IBE). Generally speaking, IBE aims 
at the attribution of truth to a given hypothesis based on explanatory considerations (Harman, 1965; 
Josephson; Josephson, 1994; Lipton, 2004). According to Harman (1965), in IBE “[…] one infers, from 
the fact that a certain hypothesis would explain the evidence, to the truth of that hypothesis. In general, 
there would be several hypotheses which might explain the evidence, so one must be able to reject all 
such alternative hypotheses before one is warranted in making an inference” (Harman, 1965, p. 89). 

Adding to Harman’s account, Lipton (2004) characterizes abduction as Inference to the Loveliest 
Potential Explanation (ILPE). The author explains that “we do not infer the best actual explanation; 
rather we infer that the best of the available potential explanations is an actual explanation” (Lipton, 
2004, p. 58). There are two ways that a hypothesis can be considered the best potential explanation 
for a given evidence: the most warranted explanation, i.e. the likeliest to be true or most probable 
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explanation (Lipton, 2004, p. 59); and the loveliest explanation, which, if correct, would yield the 
deepest understanding (ibid.). In this proposal, Lipton offers a two-filtered characterization of ILPE: it 
generates new plausible hypotheses that if true would explain the phenomenon; and it selects among the 
available hypotheses the one that is the likeliest to provide the best explanation.

Lipton stresses that explanatory considerations constitute a guide for the generation of candidate 
hypotheses, as well as for the selection of the hypothesis that can produce the deepest potential 
understanding of the evidence to be explained (Lipton, 2004, p. 59). He (Lipton, 1999, p. 57, our 
highlight) stresses that “it is not simply that the phenomena to be explained provide reasons for inferring 
the explanations: we infer the explanations precisely because they would, if true, explain the phenomena”. 
Campos nicely summarizes Lipton’s account as follows:

Likeliness is a measure – quantitative or qualitative – of the degree to which a general 
hypothesis agrees with all the evidence, so it is a measure of the inductive probability 
of the hypothesis. However, Lipton mainly advocates a model of inference to the 
loveliest potential explanation, that is, to the explanation that provides the deepest 
understanding of the phenomenon, and this is an abductive inference. (Campos, 
2011, p. 440).

By focusing on the hypothesis’ potential to provide the deepest understanding for a fact in need 
of an explanation, in terms of hypothesis generation and selection, Lipton’s loveliness seems to come 
closer to the Peircean notion of abduction (cf. Paavola 2006, p. 98, Campos 2011). The main difference 
between the two approaches is that Peirce’s abduction does not consider the potential likelihood of an 
abduced hypothesis; this would be designated in the pragmatic evaluation of the intrinsic value of a 
hypothesis within what Peirce (CP 6.528) calls “the economy of research”. In contrast, Lipton’s (2004, 
p. 71) approach aims to investigate “how loveliness helps to determine likeliness”, i.e., how explanatory 
considerations should be considered as a criterion for the adoption of scientific hypotheses.

From Harman’s and Lipton’s approaches to IBE, the discussion of abduction and possible criteria 
for hypotheses’ selection have received considerable attention in philosophy of science. Douven (2022, 
p. 44) summarizes IBE, stating that “[t]he core idea of abduction is often said to be that explanatory 
considerations have confirmation theoretic import, or that explanatory success is a (possibly fallible) 
mark of truth, or something similar”. In other words, the conjecture of the truth of the hypothesis is 
conditional to its potential to explain the evidence in need of an explanation. Schurz (2023, p. 182) 
proposes a general pattern of abduction, as follows:

Premise 1: A singular or general fact E that is in need of explanation.
Premise 2: A system S of background beliefs, which implies that a certain hypothesis H is a (most) 
plausible potential explanation for E available in S (“potential” in the sense that if H were true, it would 
explain E).
Conclusion: H is conjectured to be true or at least close to the truth.

Some concerns emerge from the above characterization of abduction as IBE, such as the argument 
of the bad lot, used to inquire about the explanatory value in asserting the truth of a hypothesis that 
might be taken from a set of bad hypotheses (van Fraassen, 1989, p. 143). According to the bad lot 
argument, one cannot be epistemically justified to adopt a hypothesis as true simply in comparison 
to a set of available hypotheses. This is because the ‘best’ hypothesis can be chosen from a set of ill-
defined hypotheses whose explanatory power is not satisfactory. In other words, the best explanation 
available could also be a bad candidate hypothesis. To solve this problem, one could argue that in IBE, 
one might consider the selected hypothesis as good enough to explain a given evidence, in relation to 
the available candidates (Dellsén, 2021). Adding to that, Bird (2010, p. 346) suggests that the selected 
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hypothesis should be significantly better in explaining E, among the available candidates. Bird (2017, p. 
97, our highlights) stresses that “when we evaluate a scientific hypothesis, we may find that the evidence 
supports the hypothesis to some degree, but not to such degree that we would be willing to assert outright 
that the hypothesis is true”.

To decide which hypothesis, among a set of plausible explanatory hypotheses, can be considered the 
best requires an account of explanatory virtues, such as simplicity, fruitfulness, scope, unification, and 
coherence, among others. The main problem is that the establishment of epistemic virtue might depend 
on the context of the fact to be explained in a given search domain.

In this context, we come back to our initial question: can abduction, understood as inference to 
the best explanation, be automated? We understand that if one has a well-structured set of criteria to 
represent a collection of epistemic virtues, for the establishment of what can be considered the best or the 
most probable explanation in a given context, we might have instances of automated forms of abduction. 
However, if the adoption of an explanatory hypothesis is considered highly context-dependent, attempts 
to automate abduction as IBE might depend on pre-established constraints that are built upon human 
decision-making processes and epistemic judgements. Thus, abduction as IBE could be seen as a 
semi-automated process of hypotheses selection. One might argue, however, that current algorithmic 
architectures are able to detect context-dependency and, thus, this is not a good argument against the 
impossibility to automate abductive reasoning. We understand, however, that the use of algorithmic 
models requires processes of data curation, analysis, and interpretation that, even if one could automate 
processes of generating and adopting explanatory hypotheses (see discussion in section 5), the initiative, 
curiosity and/or the attribution of relevance of a given fact to be explained, along with the complex set 
of parameters to be adjusted before running a model, depend on human strategies to engage in scientific 
inquiry. Thus, if we consider that, to some extent, IBE requires Peircean abductive reasoning, the same 
criteria for the impossibility of automation hold.

In the following, we explore the notion of abduction in relation to Bayesian Epistemology.

4 Abduction and bayesianism

Recent approaches to abduction center IBE in the context of Bayesian Epistemology (Bird, 2017; 
Feldbacher-Escamilla; Gebharter, 2019; Niiniluoto, 2022; Douven, 2022). The so-called compatibilist 
characterizations of abduction aim to discuss the extent to which an account of IBE would benefit from 
Bayesianism. The general idea is to combine IBE, which offers a descriptive account of abduction, with 
Bayesian Epistemology that aims to propose normative criteria for good inferential practices. According 
to Bird, compatibilism is:

[…] the view that people, scientists included, often hold the explanatory character 
of a hypothesis to be relevant to its epistemic evaluation. Inference to the Best 
Explanation (IBE), understood as a description of an inferential practice central to 
science, is explanationism par excellence: it holds that such subjects come to accept 
a hypothesis because it provides a better explanation of the evidence than its rivals. 
Per se, normative and descriptive claims are easy to reconcile. Even if IBE and 
Bayesianism are entirely different, it might be that IBE describes how we do reason 
while Bayesianism describes how we ought to reason (but do not). (Bird, 2017, p. 98). 

In general, Bayesian Epistemology proposes that our beliefs come in degrees, meaning that the 
confidence one has in a given hypothesis can be measured in terms of probabilities. Bayesianism allows 
establishment of normative criteria for the attribution of probabilistic value to account for the degree 
of certainty of explanatory hypotheses. According to Bayesianism, rational agents ought to update their 
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degrees of belief in a given proposition in the face of new evidence, in accordance with Bayes’ Theorem 
(Cabrera, 2017; 2022).

In an ideal scenario, a true belief receives a probabilistic weight equal to 1, while a false belief 
will receive a value of 0. The first rule of Bayesianism is that the probabilistic value attributed to the 
credence, or degree of belief, should be non-negative and the total sum equal to one. It undermines the 
chance of incurring Dutch Book arguments, i.e., “[…] a set of bets that are individually acceptable but 
jointly inflict a sure loss.” (Lin, 2023, n.p.).

The second rule states that in facing new evidence, one ought to update one’s degree of belief 
according to the principle of conditionalization, based on Bayes’ rule that is formalized as follows: 
P(h|e) = P(e|h)P(h)/P(e). P(h|e) is called the posterior probability, i.e., the new probability attributed to 
the hypothesis h based on new evidence e. P(e|h) is the likelihood of the evidence e given hypothesis h. 
P(h) is prior probability of the hypothesis h, before evidence e. P(e) is the expectedness of the evidence, 
the prediction of e to happen. This is a normalizing constant that can be achieved by P(e|h)P(h) + 
P(e|not-h)P(not-h).2

The investigation of IBE in relation to Bayesianism helps the search for rational grounds for 
explanatory inference, going beyond the descriptive approach of IBE: it enables to consider not simply 
the most probable hypothesis given new evidence, but the most probable hypothesis in relation to the 
most fruitful ones. For example, Douven (2022) delves into a Bayesian approach to abduction, where 
he adds to the Bayesian conditionalization norm a criterion c to account for explanatory goodness of a 
hypothesis. Douven explains that:

This means that actually they can assign bonus points as well as malus points; where 
a hypothesis is an extremely poor explanation of the evidence, they can even assign 
a malus point of -I, which when add to the hypothesis’s probability could result in 
negative value unsuitable for “normalizing” to a probability. (Douven, 2022, p, 169).

This account of abduction requires a given set of hypotheses for the attribution of explanatory 
goodness, instead of the attribution of probabilistic values to each hypothesis separately. The author 
proposes that explanatory goodness should be measured within a range from -1 to 1, with 0 being the 
neutral value. However, what counts as objective criteria for explanatory goodness must be determined. 
For example, Douven (2022, p. 89) applies Popper’s and Good’s measure of explanatory goodness as the 
criterion (see also Douven; Schupbach, 2015 for details).

Another example of Compatibilism can be found in Lipton (2004) and in Bird’s (2017) interpretation 
of Lipton’s suggestion. The authors agree with the notion that the Bayes principle of conditionalization 
provides a probabilistic account for the evolution of the degrees of belief one has in a hypothesis, 
given evidence. However, the attribution of values that makes feasible the conditionalization of one’s 
beliefs is not always clear. Lipton (2004) suggests accounting for explanatory considerations in the 
transition from prior to posterior assessments. Informed by his account of IBE, the author suggests that 
the determination of the likelihood P(e|h) should consider the explanatory loveliness of h in explaining 
evidence e. Subsequently, by conditionalization, the likelihood, informed by explanatory considerations, 
would guide likeliness or the posterior probability (remember that, for Lipton, loveliness is a guide for 
likeliness). The author explains:

The present proposal is that the mechanism by which this works may be understood in 
part by seeing the process as operating in two stages. Explanatory loveliness is used 
as a symptom of the likelihood (the probability of E given H), and the likelihoods 
help to determine likeliness or posterior probability. (Lipton, 2004, p. 115).

2 The authors would like to thank Cassie Bird and Francisco Camargo for helping with the mathematical technicalities.
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According to Lipton’s (2004) and Bird’s (2017) compatibilism, one can also devise heuristic rules for 
prior attribution to account for the explanatory potential of a hypothesis before conditionalization. In this 
account, one should assess the explanatory loveliness of the prior value of a hypothesis P(h), as well as 
the expectedness of the evidence P(e). For example, considering features such as unification, simplicity, 
scope, and other explanatory virtues. Subsequently, one should evaluate the explanatory loveliness of 
h in relation to e, and change the explanatory assessment of h accordingly. This step corresponds to the 
conditionalization principle based on Bayes’ rule.

Finally, as a form of posterior assessment, one can determine which evidence is relevant to the 
hypothesis to be considered in the conditionalization process. Bird (2017, p. 100, our highlights) 
explains that “the injunction to consider the total evidence, although implicit in Bayesianism, is not one 
we can actually implement, so we need a heuristic to guide us to the relevant evidence, viz. whether the 
evidence could be explained by the hypothesis”. Thus, this approach suggests three roles of explanatory 
considerations for Bayesian conditionalization: the determination of the likelihood, the consideration of 
prior probability of the hypothesis and the evidence, and the determination of relevant evidence (Lipton, 
2004, p. 114).

In summary, compatibilism advocated to abduction combines probabilistic measures and explanatory 
goodness in the establishment of the degree of belief one attributes to a given hypothesis given new 
evidence. So, can abductive inference be automated based on Bayesianism? If we take compatibilist 
accounts of abduction, we end up with the same problem we face in IBE: to define which epistemic 
virtues constitute a good representation of what can be considered the “best” hypothesis in a given 
context. However, if we embrace the Bayes rule as a form of updating belief, and we call it abduction, 
there would be no difficulty with the possibility that “abduction” could be automated, given that the Bayes 
rule is a probabilistic formula. The problem of assuming Bayes updating rules as abductive reasoning 
is that it conflates abduction with induction: Bayes’ rules do not allow the generation or adoption of an 
explanatory hypothesis, but simply the determination of a value based on prior probabilities. It is the 
attribution of a hypothesized value as a prior probability that could be seen to require Peircean abduction.

In the following, we offer an example of an attempt to automate scientific discovery by considering 
the possibility of taking abduction as a logical module within the software architecture.

5 Automating discovery: an example from neuro-symbolic AI

We believe that AI-Descartes is a promising step towards achieving the ultimate goal of 
understanding and explaining the world.3

In 2023, IBM launched AI-Descartes, an AI system that combines logical reasoning with symbolic 
regression, aiming to derive scientific discovery from axiomatic knowledge and experimental data 
(Cornelio et al., 2023). As one can note in the above quotation, the authors seem very optimistic 
about the future of their framework for automating scientific discovery. Their efforts are part of the 
developments in neuro-symbolic AI that can be generally characterized as hybrid systems that combine 
statistical algorithms and logical inferences.4 The idea underlying AI-Descartes is to find latent patterns 
in massive amounts of data, along with constraints that will trim the relevant findings by means of 
logical reasoning. As part of the logical module of the system’s architecture, the authors consider 
abductive inference as a form of logical technique for hypothesis generating. However, they do not 
further develop the idea in the paper. In the following, we present the main components of AI-Descartes 

3 https://research.ibm.com/blog/ai-descartes-scientific-discovery.

4 However popular the developments on neuro-symbolic AI are becoming, its meaning is still ambiguous (Submann et al., 2023, p. 12).

https://research.ibm.com/blog/ai-descartes-scientific-discovery
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to investigate what could be the role of abduction in their framework, also inquiring about the extent to 
which abduction could be automated.

In general terms, the system is designed to automate the discovery of an unknown symbolic model (i.e. 
a formula) that fits a collection of real data points (extracted from existent datasets), being also derivable 
from background theory (a set of pre-established axioms). The aim is to “obtain hypotheses from data 
and assess them against theory” instead of “obtain hypotheses from theory and then check them against 
data” (Cornelio et al., 2023, p. 3). In this framework, a “hypothesis” means a symbolic model or candidate 
formula, and “explanation” means a missing axiom in an incomplete background theory.

As described in Cornelio et al. (2023), AI-Descartes has four main elements: (i) Background 
knowledge, which comprises a set of domain-specific axioms. This set is expected to be logically 
complete (by encompassing the axioms necessary for the explanation of the suggested formula) and 
consistent (the axioms do not contradict each other). (ii) A class of hypotheses composed by symbolic 
models and logic axioms that are defined by a grammar and constraints (e.g., to avoid redundancy and 
guarantee monotonicity). (iii) Data that represent a set of examples including the values of dependent 
and independent variables (expressing y as a function of x: y = f*x). (iv) Modeler preferences, described 
as a set of parameters (such as an error function, accuracy, complexity).5

The system is designed to find, from a dataset and background knowledge, possible candidate 
symbolic models by means of an optimized form of symbolic regression. The optimization process 
occurs in a higher level where the programmer chooses different parameters to implement in the symbolic 
regression, such as the structure of a generalizable expression tree, its length and depth, number of 
branches, the numerical function, set of invariants, and so on (Cornelio et al., 2023, supplementary 
information). After choosing the parameters, an optimization problem is settled and the program is ready 
to be run by an automated logical solver (in AI-Descartes, the authors opted to apply an MINLP6-Based 
Symbolic Regression solver, with the logical reasoning systems KeYmaera X and Mathematica that are 
automated theorem provers (Cornelio et al., 2023, p. 3)).

Within this process, the program is able to come up with a set of candidate formulae that potentially 
fit the data (ibid, p. 3). Then, for each candidate formula, the system calculates a distance function (or 
error) to measure the extent to which the symbolic formula is derivable from background knowledge. 
In other words, it measures the distance between the candidate model f that would fit the data and the 
extent to which it can be derivable from background knowledge fb. From this, the system gives as output 
the chosen formula (or model) with its distance error or a proof of inconsistency (i.e., that although 
the formula fits the data, it is not derivable from background knowledge). If there are no derivable 
candidates, the system might require additional data, the revision of the adopted constraints, changes in 
the background theory, or the generation of candidate axioms to be fed into the background theory. With 
this framework, the authors claim that their system “[…] yields an end-to-end discovery system, which 
extracts formulas from SR [symbolic regression], and furnishes either a formal proof of derivability of 
the formula from a set of axioms, or a proof of inconsistency” (ibid, p. 2).

In a nutshell, the system proposed by Cornelio et al. (2023) is developed to find a formula from 
the data and then check the list of potential generated hypotheses against the derivable properties of 
the background theory. Error measurement techniques are developed to measure the compatibility of 
the generated symbolic model (formula/hypothesis) against the data and the background knowledge. 
If candidate models fit the data but are not derivable from the background knowledge, the abductive 
module will be designed to generate new axioms that will be fed into the background knowledge and the 
process will iterate again. Although the authors have included abduction as part of the reasoning module 
of AI-Descartes, they did not implement abduction in the current version of the system. 

5 A detailed explanation of the software functioning can be found at: <https://www.youtube.com/watch?v=oIzq8iAO6wA>

6 MINLP stands for mixed-integer nonlinear programming.
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Abduction would be ideally employed in the above framework to account for cases when the 
background knowledge is incomplete, i.e., when a given discovered formula cannot be derivable from the 
available information. The authors describe abduction as a technique to find explanations, understood as 
missing axioms, given a logical theory. The generated explanation will, in turn, enhance the incomplete 
background theory. The authors emphasize that “the explanation axioms are produced in a way that 
satisfy the following: (1) the explanation axioms are consistent with the original logical theory and 
(2) the observation [the formulae extracted from numerical data] can be deduced by the new enhanced 
theory (the original logical theory combined with the explanation axioms)” (Cornelio et al., 2023, p. 7).

The authors validate their framework by testing it in three discoveries from physics, one of which 
was to derive Kepler’s third law of planetary motion, which describes the orbits of the planets around 
the sun. From three real world databases, and with the Newtonian law of motions as background theory, 
AI-Descartes developers claim to rediscover the equation of Kepler’s third law. With the datasets and the 
input of a set of operators in the SR system, they arrived at a list of possible hypotheses that corresponded 
to approximated candidate formulae, evaluated by the development of error measurement techniques 
that calculate the distance between the suggested hypotheses and the derivable formulae.

We consider that the system has at least three limitations. The first one is the underdevelopment of 
the optimal experimental design module that aims to account for the relevant experiments that might 
contribute to the process of discovery in a given domain. Although the authors do not implement both 
abductive module and experimental design in their initial framework, we believe that the prospect of 
such implementations, along with a common-sense logic module, looks likely to occur. The second 
limitation is regarding the data format for the input. Only numerical data is being considered, which 
constrains the system’s subject-area of application. Another limitation worth considering concerns the 
disciplinary scope that forms the background knowledge. The examples given are from physics, but 
how this framework would perform in other disciplines with assumptions that are not axiomatized is 
something to be investigated.

Given this preliminary description of AI-Descartes, we can come back to our question: can 
abductive inferences be automated? As one could expect, human judgment permeates the decision of 
parameters, background theory, the forms for calculation of the distance errors, and the questions to 
be asked to the system. The developers of AI-Descartes understand abduction within the framework 
of Logic Programming.7 Denecker and Kakas (2002, p. 404) stress that a common characterization of 
abduction in formal logic is described as: “Given a logical theory T representing the expert knowledge 
and a formula Q representing an observation on the problem domain, abductive inference searches for 
an explanation formula E”. In other words, an abductive logic is designed to find an explanation E for 
the observed fact to be explained Q within theory T. Here, abductive logic is taken to be a Harmanian 
instance of IBE and, as we have discussed in Section 3, it can only be semi-automated, as it depends on 
the decision of the parameters and constraints to be implemented in the system.

Although the abduction module is missing in the current state of the summarized system, one could 
say that in its current form, AI-Descartes might perform a partial form of abduction, as it is able to 
generate hypotheses from the data, and select them, based on reasoning errors and derivability. On the 
one hand, AI-Descartes indeed generates and selects hypotheses based on data. On the other hand, it 
does so mechanically: there is no reasonability in choosing a hypothesis. So, it could be said to perform 
inference to the best explanation, but not abduction in the Peircean sense, which requires the recognition 
of a problem in a surprising situation and the establishment of relevance in the adoption of a hypothesis 
(whatever relevance means). The tricky aspect of attributing relevance in the adoption of an explanatory 
hypothesis has to do with the contextual aspect of scientific reasoning. “What is a context?” is a hard 
question to answer, and even harder to be computationally implemented.

7 Personal communication.
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6 Concluding provisional remarks

In this paper, the possibility of automating explanatory inferences has been investigated in the context of 
scientific discovery, with focus on distinct accounts of abductive reasoning. As an example, we introduce 
the AI-Descartes framework that seemingly implements abductive reasoning as part of its architecture. 
As we have stressed, abduction is involved in processes of discovery, creativity, problem solving, 
question-answering, insight, hypothesis selection, and explanation, among others. We also indicated that 
according to Peirce, abductive inference initiates with the feeling of surprise, and it is developed with the 
search for explanatory hypotheses that, if recognized as a reasonable support to the fact in search for an 
explanation, would dissipate this type of feeling. Simulations of the feeling of surprise by actors can be 
successful in specific contexts, such as in the theater, cinema, and even in real life, but they all require 
a context to make sense. It is not clear (yet?) in which circumstances this feeling could be implemented 
in a machine.

We argued, however, that the generation of candidate hypotheses to dissipate our feeling of surprise 
could be partially automated by the implementation of AI tools. If we - as humans - do not have the 
capacity to come up with trillions and trillions of possible explanatory hypotheses in a short time span, 
to render a phenomenon unsurprising, we can create mathematical constructs that might help us with 
this task. In this sense, computational tools could enhance our cognitive abilities to formulate and select 
potential explanatory hypotheses in the process of abduction.

The question to pose would be: to what extent might automation change the human ability to perform 
abduction? In other words, what are the implications of the growing automation of scientific reasoning 
for the scientists’ cognition? Is the capacity to experience spontaneous surprise in real life worthy of care 
and admiration? Perhaps, more considerations on these questions are what we can learn from the study 
of abductive reasoning.
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