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Asstracr: This study presents a methodology for the identification of coher-
ent word sets. Eight sets were initially identified and fiurther grouped into
nwo main sets: a ‘company’ set and a ‘non-company’ set. These two sets
shared very few collocates, and therefore they seemed to represent distinct
topics. The positions of the words in the ‘company’ and ‘non-company’ sets
across the text were computed. The results indicated that the ‘non-company”
sets referred 10 “company’ implicitly. Finally, the key words were compared
lo an automatic abridgment of the text which revealed that nearly all key
words were present in the ahridgmens. This was interpreted as suggesting
thar the key words may indeed represent the main contents of the texi.

Resumo: Este estudo apresenta uma metodologia para a identificacdo de
conjuntos de palavras coerentes. Qito conjuntos Joram identificados
micialmente ¢ posteriormente agrupados em dois COnjuntos principais:
um conjunto denominado ‘companhia’ e outro denominado ‘nao-
companhia’. Estes dois conjuntos partilham alguns colocados, e portanto
parecem representar 1ipicos distintos. A posicéo das palavras de ambos os
conjuntos foi computada ao longo do texto analisado. Os resuliados
indicaram gue os conjuntos ‘néo-companhia’ se referiam indireramente &
companlhia. Por fim, as palavras-chave dos conjuntos foram comparadas
a um resumo do texto automdtico gerado por computador o qual revelou
que quase todas as palavras-chave estavam presentes no resumo. Este Sfato
Joi imerpretado como indicio de que as palavras-chave representam o
conteido central do texto.
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0. Introduction

The aim of this paper is to propoese a methodology for extracting
coherent word sets from text, The relevance of the investigation lies in the
fact that it can lead to the automatic identification of themes discussed in the
text. Word set coberence is conditioned by two criteria: one, each individual
set must sound coherent to the reader of the text; and two, the ser of sets
must present itself as coherent, that is, the individual sets must be related to
each other by sharing the similar content. Word sets can be viewed as indicators
of how the text can be partitioned into coherent segments.

The analysis is meant to be entirely inductive, that is. all of the interpre-
tative categories will result from the analysis rather than be imposed onto .
Other studies have applied a bottom-up methodologies in the investigation
of texts (Miall, 1992; Phillips, 1958; Scott, 1995; Wilson, 1993).

It is possible to derive word sets by studying word distribution
statistically (e.g. Know and Dale, 1993). A disadvantage of a pure statistical
appreach is that it may sacrifice validity. In our case, this means that the
interpretation of the results would become too complex for the vast majority
of researchers in applied linguistics.

In Systemic Linguistics there have been attempts at extracting word
sets with only moderate use of statistics or nene at all. For instance, Halliday
(1992) outlines the possible lexical sets in a commercial letter. Similarly,
Benson and Greaves (1992) describe and discuss the word sets in a letter in
terms of the systemic category of field. Since they succeed in carrying out
their analysis by computer, their study will serve as a basis for the present
investigation. Their approach was based upon the intuitive identification of
what was in their opinion the main clause or ‘pitch clause™ of the letier. In
this clause. they decided that the word ‘please” was central to it and extracted
its collocates. The collocates were distributed into meaning sets. There are a
few points in their technique which can be improved. As they suggest,
comparisons of word frequency were carried out by using the absolute
frequencies of the words in question, rather than frequencies relative to text
size. Also, the key word in the text was chosen prior to the extraction of the field sets.

The technique proposed here uses the concept of ‘key word” as mmple-
mented in the KeyWords tool of the WordSmith suite (Scott, 1995). Firstly,
the text will be compared to a corpus of similar texts and the chi-square of
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the distribution of each word type in the text and in the corpus will be
computed. Secondly, the words will be sorted according to the significance
of the chi-square statistic. At this stage there are two possibilities. Either the
word is significantly more frequent in the corpus or it is significantly more
frequent in the text. In the former case. the word will not interest us, since its
frequency will be less than expected in the text and therefore will not
characteristic of the text. In the latter case, however, the word will have been
used in the text more frequently than expected and therefore it can be
considered to characterize the text. Words which characterize the text by
being unusually frequent in this way will be called KEY WORDS, although
in the original proposal in Scott (1995) these would be called “positive” key
words. Finally, the collocates for each key word will be computed. Each set
will then be formed by key words and their coliccates.

The methodology described above can perhaps improve a few aspects
of the approach applied by Benson and Greaves (1992). First, relative
frequencies are compared by taking into account the difference between their
expected and observed values (chi-square). Second, key words are not chosen
inmitively, but by computing statistical significance.

The problem with relying on chi-square significance to identify key
words is that high frequency words will often turn out to be key. But since
high frequency words are in their majority function words, these words will
Aot be key because function words are excluded from the analysis. Initially,
all content words (nouns, main verbs, adjectives, adverbs) were allowed 1o
become key. This was established following Eggins (1994), according to
whom changes in field have’an immediate impact on the content words used”
(:68). However, it was later found that a further filtering was necessary so as
to make sets as coherent as possible. Here we followed Hailiday (1992),
who in his analysis for Iexical sets, included only nouns.

2. Collocates

Each word set is constituzed by at least one key word and its cluster of
collocates. A cluster is defined as the words which collocate with a given

* For a discussion on comparing corpora along these line on the CORPORA List, sec hitpy/
www.livac.uk/~tony i/corpus.htmi
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node word (Carter, 1992: 49). Including collocates is important because
they provide information about the use of key words in context. According
to Sinclair ‘In the relation of form ard meaning it became clear that in alt
cases 50 far examined, each meaning can be associated with a distinctive
formal patterning.” (Sinclair, 1993: 6). Thus, collocates can provide a betier
picture of the specific meanings associated to key words in context. Similarly,
Phillips (1985) has found that different iextbook chapters present different
sets of collocations.

Aproblem with investigating collocations is the width of the span within
which the collocates will be computed. As a general rule, a span of four
words on either side of the node word isregarded as appropriate {e.g. Sinclair
1991}, Sinclair, Jones and Daley. 1970 argued that ‘a shorter span would
miss valuable evidence, a longer one would overlay the relevant patttemns
with more distant material” (:9). Nevertheless, a wider span would allow us
to incorporate more context into the investigation of the contexts in which
key words are used. Since the size of our data is small, we would not suffer
any penalties in terms of computation efficiency if we adopted a wider span.
In addition, we will only include collocates which are lexical words, so the
amount of ‘noise” generated by widening the span will be reduced. Therefore,
we have opted for 4 span of five words.

3. Analysis

Thke business report was 3,355 words long, and the corpus, made up of
17 business reports, had 95,541 rurning words. The text was first tagged for
part of speech by the University of Birmingham Tagger. Then the key words
were computed using the WORDSMITH package (Scott, 1995}, following
the guidelines described earlier. A list of nouns occuring more often than
expected in the text was extracted by the KEYWORDS program. After that
the collocates for each key word were calculated. Only those collocates with
a frequency higher than one were retained. The resulting meaning sets are
listed in the table below. The item at the head of the group is the key word,
and the words that follow it are its collocates. The collocates are listed in
alphabetical order.

ABC, Algar and Group activities, answer. companies, COmMpany, com-
munication, continuity, diversity, fundamentals, informatics, internationalizat
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ior, investments, goals, missicn, network, objective, policy. quality,
performance, search, strategy. subsidiaries, treatment, trend, year

process continuity, modernization

talent human

satisfaction client, markets

objective group, priority

clients (no content word collocates)
Jormation coordinators, executives, program
excellence search, standards.

Three key words were joined together in the same set: ABC, Algar and
Group. They were grouped because they are part of the name of the company
(‘ABC Algar Group). This st is the longest of all. It comprises common themes
encountered in the text: *activities of the company’, ‘company investments’,
‘strategies deployed by the company’, ‘company subsidiaries’, etc.

An inspection of the sets reveals that there are two types of sets. One,
a central set closely associated with the company's name, where there is
mention of the goals of the company. the objectives of the company, the
perfermance of the company, the company’s policies, the company’s
subsidiaries, the company’s investments, and so on. And the other is a
compound set comprising seven individual sets which express themes not
formally associated with the company name. Hence, we have a company set
on the one hand, and cne non-company set of sets on the other. Significantly,
in the non-company sets, only 4 words out of the 19, namely ‘objective’,
‘client(s)’, “group’ and ‘search’, are repeated in the company set. The majority
are unique to the group.

We have also calculated the placement of key words across the text
with the help of the KEYWORDS program. First, the program calculates
the number of portions of text in which at least one key word appears. A
portion is defined as 1% of the running words of the text (33.55 words). It
has found that are 26 portions in which at least one key word appears. Of
these, 21 contain at least one company key word. This suggests that company
keywords are distributed across most of the text where key words appear.
Also. it indicates that company key words share most of the portions in
which noncompany key words are present. This is interesting because non-
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company key words did not show as collocates of company key words or
vice-versa.

By examining examples of non-company key words in the texts, we
noticed that non-company key words were generaily being used to refer to
the company, even though the word ‘company’ was not mentioned. For
example, the set for the key word ‘process’ includes the phrases “process of
developing modernization’ and ‘process of business modernization” which
in fact should be interpreted as processes taking place in the company. The
‘excellence’ setis used in a similar context, as the example below illustrates:

Indispensable as ool 1o a compary committed to modernity, Total
Quality in Grupo ABC Algar has a conclusive answer. In reference
1o the search for excellence of operation, products, and services,
through the integration of methods, efforts...

In the example. ‘search for excellence’ is being used to refer to the
Total Quality program taking place within the company.

These implicitreferences to ‘the company’ stand in contrast with other
key words which refer to ‘cornpany’ more explicitly by appearing near the
word ‘companies’®. For instance, the set for the key word ‘talent’ includes
the phrases ‘to develop Human Talents of the companies’.

3.  Mainthemes

The question that remains is whether the key word sets actually represent
the main themes of the text. Since the identification of themes is a highly
intuitive task, a more objective means of assessment had to be devised.
Summaries are usually considered representations of the main topics of the
text. Obtaining an automatic summary of the text would be an adequate
alternative because it would not involve subjective judgment on the part of
human readers. Among the various options, automatic abridgments (Hoey,
1991) stand out as a good technique for summarizing texts because abridg-
ments are produced on the basis of the distribution of lexical items in the
text, just like our technique for extracting word sets.

* *Companies’ did not form part of the set because it had a frequency of one.
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A series of abridgments of the business report were produced control-
ling for the number of links and bonds. The choice was for an abridgment
which would be about 50% cf the text in length, but not less. The shortest
abridgment under these circumstances was one containing 1766 words and
42 sentences, representing 52.6% of the original text.

The key words and their collocates from the unabridged text were
searched for in the abridgment. It was found that only one word did not
appear in the abridgment (‘executives’). Since the abridgment is formed by
central sentences which subsume other sentences lexically, the words in the
abridgment can be considered to be those which carry the main themes of the
text. The fact that all but one of the set words appeared in the abridgment
suggests that the sets are representative of the main themes in the text.

4. Summary and Final Comments

In this study a methodology based on the extraction of key words was
applied to the identification of coherent word sets. It was hoped that these
word sets would be coherent. Ultimately, it was hoped that the word sets
would represent the main themes or topics of the text, Eight word sets were
extracted and analyzed. It was found that the eight sets could be divided into
two main groups, one ‘company” set and one ‘non-company’ set. These two
sets shared very few collocates, therefore they seem to represent distinet
topics. The positions of the words in the ‘company” and ‘non-company’ sets
across the text were computed. The results indicated that they did very often
shared the same portions of the text. This was interpreted as meaning that
the ‘non-company’ sets referred to ‘company’ implicitly. Finally, an automatic
abridgment of the text was created. The abridgment contained central
sentences of the text, and therefore it was regarded as a good representation
of the main themes of the text. Nearly all of the key words from the unabridged
text were present in the abridgment, which suggests that the key words may
indeed represent the main contents of the text.

Theresearchreported here is work in progress and cannot offer definitive
answers to the problem of identifying the main contents of texts automat-
ically by computer. Nevertheless. it illustrates the possibility of applying key
words extracted by the KeyWords program (Scott, 1995) in areas such as
content analysis.
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